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ABSTRACT 
Thermal cooling technologies that dissipate high heat levels 
from high-performance electronic devices require the 
enhancement of evaporating performances. Nanoscale surfaces 
are often employed to promote evaporating performances by 
enabling thin-film evaporation. Such nanoscale surfaces lead to 
varying thin-film thicknesses and intertwined physics 
associated with solid-liquid contact regions and liquid-vapor 
phase change processes. Despite numerous efforts using 
continuum theory or experiments, the understanding of 
interfacial phenomena during the evaporating phase change at 
the atomistic level still remains challenging. Molecular-level 
simulation receives significant attention for identifying surface 
effects on evaporating performance by capturing the atomistic 
level physics of thin-film evaporation. 
 
In this study, we investigate nanometer-thin-film evaporation 
on flat surfaces by performing atomistic-level calculations. For 
this, we study molecular dynamics simulation methods that are 
capable of simulating interatomic forces between particles and 
corresponding particle behaviors. By using appropriate 
interatomic potentials, simulation models estimate how liquid-
solid contact lines form on flat substrates and how liquid-vapor 
interfaces evolve. These calculations will provide a correlation 
among thin-film thicknesses, liquid-vapor interfaces, and 
evaporation rates. The understanding will enable us to classify 
effective and non-effective evaporating regimes along the 
meniscus during thin-film evaporation, enabling better design 
of microfluidic evaporators. 
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NOMENCLATURE 
A           surface area, Å𝟐 
C scaling factor 
CA         contact angle, o 

F            degrees of freedom 
k            Boltzmann constant, J/K 
Ke           kinetic energy 
m           mass, g 
m"          evaporation rate, kg/m2s 
N            number of molecules 
T            temperature 
r             interparticle distance, Å 

t             time, s 

Greek symbols 
𝛿          thickness, nm 
𝛿$          original thickness, nm 
𝜖          depth of energy well, eV 
ρ          density, kg/m3 
σ          length scale, nm 
Φ           potential, eV  
Subscripts  
l             liquid 
lv          liquid-vapor interface 
H2O       water 
o initial 

 

INTRODUCTION 
Investigating liquid-vapor interfaces and their behaviors in 
equilibrium or during phase change processes such as 
evaporation and condensation has been the subject of numerous 
experimental and theoretical studies. The interest towards 
interface characteristics [1-6] has been critical because of the 
importance of two phase systems related to complex phase 
change physics. Since the development of the Hertz-Knudsen-
Schrage equation to determine the evaporation flux, numerous 
efforts have been conducted in order to predict the evaporation 
rates and heat fluxes at the interface between two phases [7]. In 
addition to the complex nature of phase change, water is known 
to have a strong hydrogen bond network, leading to dynamic 
behavior in nanoscale features, which makes it more difficult to 
measure. Extensive studies have investigated phase change 
physics based on mechanical or thermodynamic expressions. 
However, detailed understanding of the inherently multiscale 
physics is still lacking. Employing proper models that are 
capable of simulating atomistic level interactions and interfacial 
dynamics is essential in order to provide better knowledge of 
phase change processes. Molecular dynamics simulation will 
allow us to compute statistical mechanics, enabling us to gain a 
precise understanding of the complex phenomena during phase 
change.  
 
In this work, we first develop molecular dynamics calculations 
to identify the surfaces’ role in improving wetting and 
evaporation physics [6-7-8]. Then, we address the research 
question of how film thickness of thin liquid film on varying 
solid surfaces determines phase change phenomena and 



corresponding evaporation rate [6]. Careful understanding of 
the engineered surfaces’ effects on multiphase transport 
phenomena will pave the way for future materials and system 
designs for enhanced phase change heat and mass transfer. 
 
SURFACE INTERFACE CHARACTERIZATION 
By using molecular dynamics models, we examine liquid 
droplets under various surface conditions (i.e., nanostructure 
configurations, surface chemistry, temperature, and electrical 
potential) to estimate contact angles as a measure of wetting 
properties [9-10-11-12]. Once a droplet is placed on a surface 
[13], capillary forces from the contact between the liquid and 
the solid substrate drives the interface between the liquid and 
gas phases into equilibrium. In this process, the droplet at the 
equilibrium state allows us to measure the contact angle 
between the liquid-solid and liquid-vapor interlines [14]. In 
order to measure contact angles for varying energy well depth, 
a droplet containing 1500 water molecules is placed on a flat 
copper surface at a constant temperature of 300 K in a 
simulation cell with a size of 18.07 nm × 18.07 nm × 16.55 nm, 
as illustrated in Figure 1 insets. A copper surface is created with 
a face centered cubic (FCC) crystal structure where the lattice 
orientations are [100], [010], and [001] along x, y, and z 
directions, respectively, where the lattice constant is 3.615 Å. 
The copper surface is assumed to be completely smooth without 
rough structures. In each simulation model, the static contact 
angle of water droplet is calculated for varying energy well 
depth ε, i.e., varying interaction energy in the Lennard-Jones 
12-6 potential [15-16]. As the interaction potential increases, 
the droplet’s contact angle decreases, expressed by the 
correlation: contact angle (CA) = – 95.68C + 192.81 as plotted 
in Figure 1, where C is the scaling constant for energy well 
depth. Therefore, the modified energy well depth is 𝜖’=C	𝜖Cu in 
each computation, the scaling factor varying from 1 to 2 is 
multiplied by the original value of ε to account for varying 
potential between solid atoms and oxygen atoms in each water 
molecule. As the energy depth increases, the contact angle 
linearly decreases, and the surface becomes more hydrophilic. 
The changes in the energy depth will affect the water droplet’s 
shape. For example, higher values of potential lead to flat 
droplets whereas smaller values result in spherical shape of 
droplets. 
 
This correlation enables us to further estimate the appropriate 
value of ε with a given contact angle measured in order to 
investigate thin-film evaporation. This observation shows a 
good agreement with previous experiments that have 
investigated static contact angles on various surfaces [17]. 
 

 
Fig. 1 Contact angle (CA) of a water droplet containing 1500 
water molecules for varying energy well depth. The contact 
angle decreases linearly with the energy well depth such that 
CA = – 95.68C + 192.81 where C is the scaling constant. 
 

THIN-FILM EVAPORATION 
We study evaporation phenomena using thin films on a flat 
copper surface with the aim of investigating the effects of thin-
film thickness on evaporation rates. The liquid film thickness is 
an effective parameter in determining the equilibrium shape of 
the liquid menisci on various surfaces [18-19] and also 
evaporative performance.  As the liquid film thickness changes 
the characteristic distance at which the molecules’ interactions 
are behaving in favor of or against phase change varies. In this 
work, the atomistic scale behavior of water molecules in a thin 
film on a flat surface [20] is investigated to study how water 
molecules depart the liquid-dominated phase to vapor-
dominated phase by using molecular dynamics models. We use 
three different liquid film thicknesses to investigate how the 
liquid film behaves under evaporation conditions. These studies 
can further help us to create the initial configuration of a thin 
liquid film on various engineered surfaces [21-23].  
 

METHOD 
The simulations are conducted using LAMMPS (Large-scale 
Atomic/Molecular Massively Parallel Simulator) [24], which is 
a classical molecular dynamics simulation code designed to 
efficiently run calculations on parallel computers. LAMMPS 
integrates Newton’s equations of motion for a number of atoms 
or molecules, by computing various intermolecular forces. In 
this process, LAMMPS creates a list of neighboring molecules. 
The list is updated and further optimized for systems with 
particles that are repulsive at short distances, preventing a 
packed liquid molecule in a small volume. One of the most 
famous potentials to describe the potential energy of 
interactions between two non-bonding atoms or molecules is 
the Lennard Jones potential. The intermolecular interactions 
between water and copper molecules are modeled by the 
Lennard-Jones 12-6 potential [16], which can be expressed as:  



𝛷 𝑟 = 4𝜖
𝜎
𝑟

-.
–	

𝜎
𝑟

0
 

where r is the inter-particle distance, and σ is the length scale.  
 
The potential used for water [25] in the current study is the 
TIP4P potential, developed in 1983, that has been widely used 
to represent water molecules. The difference between the TIP4P 
model and the other water models is that the site of negative 
charge is moved off the oxygen to a point 0.15 Å along the 
bisector of the H-O-H angle. Evaluation of an intermolecular 
interaction then requires the computation of nine or ten 
intermolecular distances. The single charge and two Lennard-
Jones parameters for the models are optimized to reproduce the 
energy, density, and radial distribution functions for liquid 
water at 25oC.  
 
The simulation unit cell with boundary conditions is illustrated 
for the case of δ3 = 1 nm in Figure 2. The simulation box is a 
7.23 nm 	×	3.61 nm 	×	32.92 nm rectangular box. The initial 
simulation model configuration starts with a thin layer of water 
with a pre-defined thickness. The water film is located atop a 
flat copper surface. Periodic boundary conditions are applied in 
all directions. This will ensure particle interactions across the 
boundary. The simulation models consist of 3200 number of 
copper molecules arranged in a FCC structure with a lattice 
constant of 3.615 Å. Liquid films contain 870, 2610, and 4350 
water molecules to represent three different thicknesses of 1 
nm, 3 nm, and 5 nm, respectively. In order to reach equilibrium, 
the initial configuration of water film is modeled in a NVT 
ensemble for a period of 1 ns in a constant temperature of 300 
K. The equilibrium states for three different liquid film 
thicknesses are shown in Figure 3.  

 

 
 

 

Fig. 2 Simulation unit cell for the case of δ3  = 1 nm and 
boundary conditions. The simulation box is a 7.23 nm	×	3.61 
nm	×	32.92 nm rectangular box. Periodic boundary conditions 
are applied in all directions. Two layers of copper at the bottom 
are fixed and defined as a heat source by possessing a higher 
temperature.  
 
 

 
          a)                         b)                      c)  

 
Fig. 3 Simulation cells after the equilibrium state for different 
thin-film thicknesses. As the initial configuration, a rectangular 
layer consisting of water molecules is placed on a flat copper 
surface, and the liquid is then equilibrated for 1 ns. Thickness 
of the water film is: a) 1 nm with 870 water molecules; b) 3 nm 
with 2610 water molecules; and c) 5 nm with 4350 water 
molecules. 
 
 
Once equilibrium has been reached, the temperature of the first 
two layers of copper at the bottom, as a source term, is increased 
from 300 K to 500 K to simulate an evaporation condition. 
Then, the thermos physical properties of two phases over a 
range of 2.5 nanoseconds are examined. In this process, 
thermos physical properties (i.e., density and temperature) are 
recorded in grids with a size of 0.2	nm	×	0.2	nm	in the x-z 
planes. The grid size determines the analysis sensitivity; The 
grid size should be small enough to capture accurate 
distributions of the desired parameters, and at the same time 
large enough to contain one or more molecules in each grid. 
Based on this grid size, density and temperature data that are 
collected every 10 fs are averaged over a time period of 0.5 ns 
(between 2ns and 2.5ns). The corresponding averaged density 
and temperature profiles are shown in Figure 4 and Figure 9.  
 



  
a)                            b)                              c) 

Fig. 4 Time-averaged density profiles of the thin liquid film on 
a flat copper surface (average values for a period of 0.5 ns 
between 2 ns and 2.5 ns time frames). a) 1 nm, b) 3 nm, and c) 
5 nm. The values of the lower and upper density bound are used 
to define the density of the interface. 
 

INTERFACE DEFINITION 
Molecular dynamics simulation models provide density profiles 
based on the grid approach (as it is discussed in the earlier 
section), which can be used to distinguish between liquid or 
vapor phases and define the interface between two phases. The 
time-averaged density of each grid is calculated during a time 
period of 0.5 ns. While the average density is calculated as 0.8 
g/cm3 in the liquid phase and ~ 0 g/cm3 in the vapor phase, the 
average value of the density of two phases can be defined as 
that of the liquid-vapor interface line: 

𝜌;< =
𝜌< + 𝜌;
2

= 0.4		g/cm3	 
Therefore, all the water molecules with a density larger than the 
liquid-vapor interfacial density, 0.4 g/cm3, represent the liquid 
phase, whereas, water molecules with a density smaller than the 
liquid-vapor interfacial density represent the vapor phase. 
Therefore, the density values are plotted along the z-direction 
in Figure 5 based on the one-dimensional assumption.  

 

Fig. 5 Density of the water thin film along the z-axis after the 
equilibrium state. The initial thickness of the water film is 1 nm, 
3 nm, and 5 nm, respectively. 

EVAPORATION RATE ANALYSIS 
In order to calculate the evaporation flux, first the liquid and 
vapor phases are defined by using the liquid-vapor interfacial 
density of 0.4 g/cm3. Then, the water molecules below the 
liquid-vapor interface are calculated every 0.05 ns as shown in 
Figure 7 a, b, and c. In these figures, the number of water 
molecules decays rapidly at first at 0.5 - 1.5 ns and gets 
stabilized after ~ 1.5 ns. After the stabilization, the water 
molecule numbers fluctuate because while some of the water 
molecules depart the surface of liquid film, other water 
molecules in the vapor phase condense on the surface as a result 
of the attractive forces between the molecules. These 
fluctuations happen due to this continuous combination of 
evaporation and condensation in the system.  
 
The time evolution of evaporation is illustrated in Figure 6, for 
various time frames during the simulation time. It is worth 
noting that during evaporation process, due to the periodic 
boundary conditions, some of the water molecules in the vapor 
phase will be condensed to the top surface, which is the opposite 
side of the solid surface. The evaporation flux between two time 
frames of t1 and t2 (ns) can be calculated by 

𝑚" = 𝑚DEF(𝑁I- − 𝑁I.)/𝐴(𝑡. − 𝑡-)		 
where m" is the evaporation rate; mH2O is the mass of a water 
molecule; N is the number of liquid water molecules; t is time; 
and A is the area of the flat surface of liquid film. By using three 
different liquid film thicknesses, evaporation rates are 
calculated, as shown in Figure 8 where t1 and t2 are the lower 
and upper bounds of the selected time frames, respectively. In 
this plot, as the liquid film thickness increases from 1 to 3 nm, 
the evaporation rate increases from 110-120 kg/m2s. 
 

 
 
Fig. 6 Time-evolving captures showing thin-film evaporation 
on a flat copper surface with 𝛿$=1 nm. After about 1 ns, the 
number of water molecules departing the interface is 
comparable to the number of molecules condensing at the 
interface, resulting in the stabilized interface.  
 
 



 

 
a) 

 
b) 

 
c) 
Fig. 7 Variations of the number of molecules in the liquid film 
during the evaporation process: a) 1 nm, b) 3 nm, and c) 5 nm 
thick liquid films. Fluctuations after 1 ns are attributed to the 

continuous combination of evaporation and condensation in the 
system. 

 
Fig. 8 Evaporation rate as a function of liquid film thickness. 
The trend shows an increase in evaporation rate as the liquid 
film thickness increases. 
 
 

TEMPERATURE CALCULATION 
It is important to understand the temperature information of the 
system during evaporation in order to calculate the heat flux 
between liquid-vapor phases as a next step. We identify 
temperature in the two-phase system by using the expression 
for kinetic temperature:  

𝐾O =
𝐹
2
𝑘𝑇 

 
where KT is the total kinetic energy for all the atoms in the grid; 
F is the total number of degrees of freedom for all the atoms in 
the grid; k is the Boltzmann constant which is equal to 
1.3807×10X.Y  , and T is the temperature. Water molecules 
originally have 9 degrees of freedom in vibrational, rotational, 
and translational directions of motion. The SHAKE algorithm 
is used to apply bond and angle constrains to the bonds and 
angles of water molecules such that the water molecules 
become rigid and the vibrational motions are prevented. 
Therefore, for the TIP4P water model, the degrees of freedom 
of water molecules are reduced to 6 for water molecules in 
translational and rotational movements. 
 
The temperature based on the kinetic energy model can be 
calculated from molecular dynamics using a grid approach, as 
explained earlier. The representative temperature maps are 
shown in Figure 9. Temperature data is collected every 10 fs 
and averaged over a time period of 0.5 ns from 2 ns to 2.5 ns. 
As shown in Figure 9, the vapor temperature ranges from 
almost 400 K to local hot spots at 600 K, and the mean 
temperature of the evaporating liquid phase is lower than that 
of vapor phase while the temperature of the copper substrate is 
maintained at 500 K. Uneven distribution of temperature in the 
vapor phase is a result of the stochastic nature of the calculation 
method whereas the temperature distribution in solid or liquid 
phases is relatively uniform.  
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Fig. 9 Time-averaged temperature maps for a time period of 0.5 
ns (from 2.0 ns to 2.5 ns) by averaging the collected data every 
10 fs. Mean temperature of liquid phase is lower than that of 
vapor phase. The nonuniform distribution of temperature in the  
vapor phase is due to the probability of the grid being empty at 
some time frames and being filled in other time frames. 
 

CONCLUSION 
In this study, we investigate the behavior of an evaporating thin 
water film on copper flat surfaces using atomistic-level 
calculations. The molecular dynamic method applied in this 
work is capable of simulating particles’ behavior and their 
interactions based on numerical algorithms that account for 
interatomic forces between particles. By using appropriate 
interatomic potentials, simulation models estimate how liquid-
solid contact lines form on various substrates and liquid-vapor 
interfaces evolve during phase change processes. Also, detailed 
information on the evolution of phase change process 
accompanied by precise data on density and temperature 
distributions can be obtained. These calculations will provide 
time-averaged evaporation rates for different thin-film 
thicknesses. The understanding gained from this study will 
enable us to classify evaporating regimes along with liquid-
vapor interface during equilibrium, and thin-film evaporation. 
This study will further provide guidance in selecting 
appropriate design parameters for better evaporation and 
microelectronic cooling devices. 
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